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Introduction
Deep learning-based TTS system
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본강의에서는 Acoustic Model 과 Vocoder 기술정리를통해

딥러닝기반의음성합성시스템에대한이해도를높이고자합니다.



Speech synthesis and its applications

1. Speech analysis: Mel-spectrogram

2. Acoustic models: From text to acoustic parameters

3. Vocoder: From acoustic parameters to speech

4. Fully end-to-end speech synthesis

5. Applications



Speech analysis
Overview

Acoustic parameters..?

Representing speech characteristics
such as F0, spectrum, v/uv …
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Speech analysis
Speech waveform
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음성신호는시간축에서특정한에너지를갖는파형의형태로존재합니다



Speech analysis
Speech waveform
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Fourier 변환을통해주파수축에서음성을관찰할수있습니다



Speech analysis
Speech waveform

F0 의높낮이에따라목소리의톤이결정됩니다 (아↘아↗)
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F0: Fundamental frequency

Fourier transform



Speech analysis
Speech waveform

높은에너지를갖는 (spectral peak) 주파수성분을 formant frequency 라고정의합니다
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Speech analysis
Speech waveform

Formant 의위치에따라발음이결정됩니다 (아/에/이/오/우)
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Speech analysis
Speech waveform

복잡해보이는시간축신호를주파수축에서보면음성을분석하기쉬워집니다
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Fourier transform



STFT 신호를시간축으로붙인 2D 이미지

Window length
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Speech analysis
Spectrogram
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STFT 신호를시간축으로붙인 2D 이미지

Spectrogram



Speech analysis
Spectrogram
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음성을시간-주파수축에서분석할수있게되었습니다

Spectrogram

F0

Formant



Speech analysis
Spectrogram
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음성을시간-주파수축에서분석할수있게되었습니다

F0

Formant

음성대부분의정보량은저주파대역에 !

저주파대역의정보량에집중할수있다면?



Speech analysis
Mel-spectrogram
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음성을시간-주파수축에서분석을더잘할수있습니다

음성대부분의정보량은저주파대역에 !

저주파대역의정보량에집중할수있다면?

주파수축으로

Mel-filterbank적용

Formant

F0

모델이음성신호를이해하기쉬워집니다 ←



Speech analysis
Mel-spectrogram

DNN TTS = Acoustic model + Vocoding model
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Acoustic model 과 vocoder 를연결하는매개체역할을하는것이 Mel-spectrogram



Speech synthesis and its applications

1. Speech analysis: Mel-spectrogram

2. Acoustic models: From text to acoustic parameters

3. Vocoder: From acoustic parameters to speech

4. Fully end-to-end speech synthesis

5. Applications



Acoustic model
Estimating acoustic parameters from text inputs
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Acoustic model
Estimating acoustic parameters from text inputs

End-to-end speech synthesis

• Seq2seq model

Statistical parametric speech synthesis

• Simple deep learning model (FF+LSTM)
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Acoustic model
Statistical parametric speech synthesis



Acoustic model
Statistical parametric speech synthesis
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Acoustic model

Simple and compact 가볍다 + 빠르다

1:1 mapping between linguistic and acoustic features 안정적이다



Acoustic model
Statistical parametric speech synthesis
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Frame-level
LFs

Acoustic model

Simple and compact 합성음품질이 좋지 않다

1:1 mapping between linguistic and acoustic features Phoneme segmentation 을 위한비용이 많이 든다



Acoustic model
Estimating acoustic parameters from text inputs

End-to-end speech synthesis

• Seq2seq model

Statistical parametric speech synthesis

• Simple deep learning model (FF+LSTM)
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Acoustic model
Tacotron 2



Acoustic model
Tacotron 2

Encoder

Decoder



Acoustic model
Tacotron 2

Encoder

Input: Linguistic feature 가아닌 character embedding
또는 phoneme

대신 Conv. + LSTM 모듈을이용해 high-level context feature 를얻어낼수있음



Acoustic model
Tacotron 2

Autoregressive decoder: 합성음품질을높임

Decoder



Acoustic model
Tacotron 2

Autoregressive decoder: 합성음품질을높임

Decoder

Stop token: 발화의종료시점을추정할수있음
cf. Tacotron 1: 발화종료와상관없이일정길이만큼음성을생성해야했음



Acoustic model
Tacotron 2

Autoregressive decoder: 합성음품질을높임

Decoder

Stop token: 발화의종료시점을추정할수있음

Neural TTS 패러다임을이끌어낸주인공 (?)

WaveNet보코더: 합성음품질을더더더욱높임



Acoustic model
Tacotron 2

Alignment



Acoustic model
Tacotron 2

End-to-end acoustic model + WaveNet vocoder 

당시최고합성모델인 Concatenative 보다우수한, 녹음에가까운수준의음성합성모델

https://ai.googleblog.com/2017/12/tacotron-2-generating-human-like-speech.html

https://ai.googleblog.com/2017/12/tacotron-2-generating-human-like-speech.html


Acoustic model
Summary

End-to-end speech synthesis

• Seq2seq model
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Seq2seq + attention Feature engineering 최소화

Autoregressive decoder 품질향상

Neural vocoder (WaveNet) 품질향상

Tacotron 2



Acoustic model
Summary

End-to-end speech synthesis

• Seq2seq model

Input
Text

Acoustic 
Parameters

Encoder

Attention

Decoder

Seq2seq + attention Feature engineering 최소화

Autoregressive decoder 품질향상

Neural vocoder (WaveNet) 품질향상

Alignment failure Slow inference

Tacotron 2



Acoustic model
Non-autoregressive TTS: FastSpeech 2



Acoustic model
Non-autoregressive TTS: FastSpeech 2

Encoder

Decoder



Acoustic model
Non-autoregressive TTS: FastSpeech 2

Transformer 기반의 encoder–decoder model

Variance adaptor: Controllability 제공

Duration predictor & Length regulator

Pitch regulator & Energy regulator

Knowledge distillation 없이학습하자!

좀비싸도 phoneme segmentation 하고

대신서비스에맞게다양한기능넣자!



Acoustic model
Non-autoregressive TTS: FastSpeech 2

AR model (Tacotron, Transformer) 보다품질도좋고

https://speechresearch.github.io/fastspeech2/

FastSpeech하고합성속도도비슷하면서

V100 GPU 1장기준

합성음컨트롤이가능함

https://speechresearch.github.io/fastspeech2/


Acoustic model
Summary
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Estimating acoustic parameters from text inputs

Statistical Parametric Speech Synthesis

가볍고, 빠르고, 안정적 but 품질이 아쉬움



Acoustic model
Summary
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Estimating acoustic parameters from text inputs

End-to-end Speech Synthesis

AR models (Tacotron, Transformer) with Attention Alignment

복잡한 Feature Engineering 최소화 하면서도 고품질의 음성을 만들 수 있음

but 느리고 안전성 떨어짐



Acoustic model
Summary
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Estimating acoustic parameters from text inputs

End-to-end Speech Synthesis

Non-AR models (FastSpeech 2) with External Duration Model

빠르고 안정적인 합성음을 만들 수 있음

음질은 Best-quality 일까? 



Acoustic model
읽어봅시다

https://jaywalnut310.github.io/glow-tts-demo/index.html

#1: Flow-based acoustic model

https://jaywalnut310.github.io/glow-tts-demo/index.html


Acoustic model
읽어봅시다

https://grad-tts.github.io/

#2: Diffusion-based acoustic model

https://grad-tts.github.io/


Speech synthesis and its applications

1. Speech analysis: Mel-spectrogram

2. Acoustic models: From text to acoustic parameters

3. Vocoder: From acoustic parameters to speech

4. Fully end-to-end speech synthesis

5. Applications



Vocoder
Generating speech signals from acoustic parameters
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Estimating speech signals from acoustic parameters



How do we produce speech?
Recall: Speech waveform

F0 의높낮이에따라목소리의톤이결정됩니다 (아↘아↗)
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How do we produce speech?
Recall: Speech waveform

Formant frequency 위치에따라발음이결정됩니다 (아/에/이/오/우)
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How do we produce speech?
Speech production model

• Lung

• Power supply

• Vocal source

• Voiced sound : quasi-periodic

• Unvoiced sound : noisy

• Vocal tract filter

• Shaping voice color

https://www.youtube.com/watch?v=X_JvfZiGEek

Filter SpeechSource

https://www.youtube.com/watch?v=X_JvfZiGEek


Vocoder = Voice + Coder
Parametric approach

Rule-based approach

Limitations
- Feature engineering
- Synthetic quality



Neural vocoder
Generating speech signals from acoustic parameters

WaveRNN
Acoustic

Parameters

What is the main model?

N. Kalchbrenner, et al., “Efficient neural audio synthesis,” arXiv:1802.08435, 2018.

WaveRNN based on the RNN model



Neural vocoder
Generating speech signals from acoustic parameters

WaveGlow
Acoustic

Parameters

What is the main model?

R. Prenger, et al., "WaveGlow: A flow-based generative network for speech synthesis," in Proc. ICASSP, 2019.

WaveGlow based on the Flow model



Neural vocoder
Generating speech signals from acoustic parameters

DiffWave
Acoustic

Parameters

What is the main model?

DiffWave based on the Diffusion model

Z. Kong, et al., "Diffwave: A versatile diffusion model for audio synthesis," in Proc. ICLR, 2021.



Neural vocoder
WaveNet synthesis

WaveNet
Acoustic

Parameters

What is the main model?

A. Van Den Oord, et al., “WaveNet: A generative model for raw audio,” CoRR abs/1609.03499, 2016.

WaveNet based on the CNN model



Neural vocoder
WaveNet synthesis

WaveNet
Acoustic

Parameters

A. Van Den Oord, et al., “WaveNet: A generative model for raw audio,” CoRR abs/1609.03499, 2016.

WaveNet based on the CNN model

What is the main model?

Estimating the current sample from the previous samples
We define this method as autoregressive vocoding model

WaveNet generates high-quality synthetic speech
However, it takes about 5 minutes to generate 1 sec audio



Neural vocoder
Parallel WaveNet synthesis

A. van den Oord, et al., “Parallel WaveNet: Fast high-fidelity speech synthesis,” in Proc. ICML, 2018.

One of the alternative method to address WaveNet’s slow inference speed is
the non-autoregressive Parallel WaveNet



Neural vocoder
Parallel WaveNet synthesis

A. van den Oord, et al., “Parallel WaveNet: Fast high-fidelity speech synthesis,” in Proc. ICML, 2018.

Non-autoregressive Parallel WaveNet (=student) is trained to learn 
the distribution of the autoregressive WaveNet (=teachure)



Neural vocoder
Parallel WaveNet synthesis

A. van den Oord, et al., “Parallel WaveNet: Fast high-fidelity speech synthesis,” in Proc. ICML, 2018.

Non-autoregressive Parallel WaveNet doesn’t require the previous samples 
Its inference speed in unlimited

(it takes about 0.02 sec to generate 1 sec audio)



Neural vocoder
Parallel WaveNet synthesis

A. van den Oord, et al., “Parallel WaveNet: Fast high-fidelity speech synthesis,” in Proc. ICML, 2018.

There remain problems in the difficult training method…



Neural vocoder
Parallel WaveNet synthesis



Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

Generated Samples

Student Output

Input Noise



Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

Generated Samples

Student Output

Input Noise

→ Entire model can be “easily” trained



Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

Generated Samples

Student Output

Input Noise

Real Samples
Real?

Fake?

Discriminator

Generator



Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 
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Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

STFT (short-time Fourier transform)? 

Time-frequency representation of speech signal
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Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

STFT is calculated in different T/F resolutions



Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

STFT is calculated in different T/F resolutions

There are two loss functions
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Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

STFT is calculated in different T/F resolutions

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

STFT is calculated in different T/F resolutions

There are two loss functions

One penalizes large energy components



Neural vocoder: Parallel WaveGAN

1. Removed the teacher-student distillation process
2. Improved synthetic quality by using the adversarial training method
3. Further improved its quality by introducing the multi-resolution STFT loss

STFT is calculated in different T/F resolutionsSTFT is calculated in different T/F resolutions

There are two loss functions

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 

One penalizes large energy components

The other penalizes small energy components



Neural vocoder: Parallel WaveGAN
Training method

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 



Neural vocoder: Parallel WaveGAN
Training method

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 



Neural vocoder: Parallel WaveGAN
Parallel WaveNet synthesis



Neural vocoder: Parallel WaveGAN
Evaluation results

R. Yamamoto, et al., “Parallel WaveGAN: A fast waveform generation model based on generative adversarial networks with multi-resolution spectrogram,” in Proc. 
ICASSP, 2020, pp. 6194-6198. 



Vocoder
Summary
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Estimating speech signals from acoustic parameters

Rule-based parametric vocoders

가볍고, 빠르고, 안정적 but 품질이 아쉬움



Vocoder
Summary

Acoustic
Model

Text
Vocoding

Model

Acoustic
Parameters

Estimating speech signals from acoustic parameters

Autoregressive (AR) neural vocoder

Domain-specific feature engineering 최소화 하면서도 고품질의 음성을 만들 수 있음

but 생성 속도가 느려도 너무 느림



Vocoder
Summary

Acoustic
Model

Text
Vocoding

Model

Acoustic
Parameters

Estimating speech signals from acoustic parameters

Non-AR neural vocoder

Teacher-student paradigm 도입으로 보코더의 속도 이슈 해결

but 학습 과정이 복잡하고 합성음 품질이 아쉬워짐



Vocoder
Summary

Acoustic
Model

Text
Vocoding

Model

Acoustic
Parameters

Estimating speech signals from acoustic parameters

Non-AR neural vocoder

Adversarial training 도입으로 속도 이슈와 학습 이슈를 모두 해결



Neural vocoder
읽어봅시다

https://github.com/jik876/hifi-gan

#1: HiFi-GAN

https://github.com/jik876/hifi-gan


Neural vocoder
읽어봅시다

https://github.com/NVIDIA/BigVGAN

#2: BigVGAN

https://github.com/jik876/hifi-gan


Speech synthesis and its applications

1. Speech analysis: Mel-spectrogram

2. Acoustic models: From text to acoustic parameters

3. Vocoder: From acoustic parameters to speech

4. Fully end-to-end speech synthesis

5. Applications



Fully end-to-end speech synthesis
VITS



Exposure bias problem
Mismatch between training and inference processes
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Training: Acoustic model



Exposure bias problem
Mismatch between training and inference processes

Acoustic
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Parameters

Training: Acoustic model
Training: Neural vocoder



Exposure bias problem
Mismatch between training and inference processes
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Acoustic
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Training: Acoustic model
Training: Neural vocoder

Inference: Acoustic model + Neural vocoder



Exposure bias problem
Mismatch between training and inference processes

Acoustic
Model

Text
Vocoding

Model

Acoustic
Parameters

Acoustic
Model

Text
Vocoding

Model

Acoustic
Parameters

Training: Acoustic model
Training: Neural vocoder

Inference: Acoustic model + Neural vocoder

“Estimated”



Exposure bias problem
Mismatch between training and inference processes

Acoustic
Model

Text
Vocoding

Model

Acoustic
Parameters

Training: Acoustic model
Training: Neural vocoder

Estimated
Acoustic

Parameters

Fine-tuning

Vocoding
Model

Inefficient training pipeline



Fully end-to-end speech synthesis
VITS



Fully end-to-end speech synthesis
VITS

Vocoder

Acoustic model



Fully end-to-end speech synthesis
VITS

Prior encoding



Fully end-to-end speech synthesis
VITS

Posterior encoding

Prior encoding



Fully end-to-end speech synthesis
VITS

Posterior encoding

Prior encoding

Normalizing flow
표현력개선에도움이됨



Fully end-to-end speech synthesis
VITS

Synthesized speech

→Mel-spectrogram loss

→ Adversarial loss

→ Feature-matching loss



Fully end-to-end speech synthesis
VITS

https://github.com/jaywalnut310/vits

1. Fine-tuning (w/ generated parameters) 도움이됨

https://github.com/jaywalnut310/vits


Fully end-to-end speech synthesis
VITS

https://github.com/jaywalnut310/vits

1. Fine-tuning (w/ generated parameters) 도움이됨
2. 그래도 fully end-to-end 방법의 (VITS) 성능이더좋음

https://github.com/jaywalnut310/vits


Speech synthesis and its applications

1. Speech analysis: Mel-spectrogram

2. Acoustic models: From text to acoustic parameters

3. Vocoder: From acoustic parameters to speech

4. Fully end-to-end speech synthesis

5. Applications



Ai Call

Device

Care Call



+

‘유인나’ Voice

클로바 스피커 기본 목소리



‘오상진’ Voice

네이버 뉴스 본문 듣기 목소리









Clova Dubbing
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gregorio.song@gmail.com
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