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Who am I?

Developing Text-to-Speech engines for

* NAVER: Maps, Dictionary, News
* NAVER CLOVA: Al Speaker, Dubbing Editor
* NAVER Cloud: Papago Translator, Voice API
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Deep learning-based TTS system
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Estimating acoustic parameters from text inputs
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Introduction

Deep learning-based TTS system

Acoustic Vocoding Mﬂ
Parameters Hilglel

Estimating speech signals from acoustic parameters

Acoustic model + Vocoding model
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Deep learning-based TTS system

Acoustic parameters..?

Speaker-specific attributes
(tone, volume, timbre, speaking rate, ...)




Introduction

Speech production model

* Vocal cords
e Voiced sound :quasi-periodic
* Unvoiced sound : noisy
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e Vocal tract
* Shaping voice color
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https://www.youtube.com/watch?v=X JvfZiGEek



https://www.youtube.com/watch?v=X_JvfZiGEek
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Speech analysis

Fourier transform

Magnitude (dB)

Frequency (Hz)



Introduction

Speech analysis

FO: Fundamental frequency
T: Pitch period —H

Magnitude (dB)

Frequency (Hz)
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Introduction

Speech analysis

Formant frequency

Magnitude (dB)

Frequency (Hz)

Formant: ‘428 E#sH= Tiata|ef (o}/0ll/0]/2/2)



Amplitude

Time

Introduction

Speech analysis

[AH] as in "FATHER"

Loudness

2000 3000 Hz
Frequency

1000

[EE] as in "HEED"

2000 3000 Hz

f i z [00] as in "POOL"
1000 2000 3000 Hz
after Benade

http://hyperphysics.phy-astr.gsu.edu/hbase/Music/vowel.html

Formant: ‘428 E#sH= Tiata|ef (o}/0ll/0]/2/2)
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Mel-frequency

Introduction

Speech analysis

Formant

Mel-spectrogram: S4Je| Cokst SA4ES AlZH-30}
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Introduction

Deep learning-based TTS system

Acoustic Acoustic

Text
Model Parameters

Estimating acoustic parameters from text inputs

Speaker-specific attributes
(tone, volume, timbre, speaking rate, ...)
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TTS acoustic model




TTS acoustic model

How to generate acoustic parameters?
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TTS acoustic model

How to generate acoustic parameters?

Phoneme

Sequence
Text Uh3s
Analyzer

Text analyzer extracts phoneme sequence from the given text
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TTS acoustic model

How to generate acoustic parameters?

geoa

Phoneme Context embeddings

Text Text Sequence Linguistic ] (phoneme'leve”‘
Analyzer Encoder J

Linguistic encoder extracts high-level context features from the given text



TTS acoustic model

How to generate acoustic parameters?

geoa

Phoneme Context embeddings
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Duration model predicts phoneme duration



TTS acoustic model

How to generate acoustic parameters?

ceca oegepaon
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to upsample context embeddings into frame-level



TTS acoustic model

How to generate acoustic parameters?

geoa 0ee@aces

Phoneme Context embeddings Context embeddings
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Acoustic decoder predicts acoustic parameters from the given context embeddings



TTS acoustic model

How to generate acoustic parameters?

Phoneme Context embeddings Context embeddings
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Trained by speech-text pair
recorded by single speaker or multiple speakers



TTS acoustic model

Multi-speaker TTS



TTS acoustic model

Speaker-dependent training

Corpus B
)

Speaker B
TTS

Training TTS acoustic model using target speaker’s speech corpus



TTS acoustic model

Speaker-dependent training

B Corpus B
(1h)
\ Speaker A ' v Speaker B
eaker eaker
Text E <— Speech Text P

TTS TTS

High-quality ©

Training TTS acoustic model using target speaker’s speech corpus
This approach is highly effective as the model can learn the target speaker's speaking patterns

when plenty amount of recorded data is available (> 10 hours)
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TTS acoustic model

Speaker-dependent training

Corpus B
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TTS
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The amount of training data

Low-quality ®
Training TTS acoustic model using target speaker’s speech corpus

The synthetic quality is significantly degraded

when the amount of available recorded data is limited



TTS acoustic model

Multi-speaker training

High-quality ©

Training TTS acoustic model using speech corpora from multiple speakers



TTS acoustic model

Multi-speaker training

Speaker- Speaker-
Dependent Independent

Timbre 1N Content
Prosody

High-quality ©

Training TTS acoustic model using speech corpora from multiple speakers
Some layers capture speaker-independent characteristics shared across different speakers

Other layers represent speaker-dependent characteristics specific to the target speaker



TTS acoustic model

Multi-speaker training
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Training TTS acoustic model using speech corpora from multiple speakers

This offers a promising solution to address the data shortage problem in speaker-dependent TTS model
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Multi-speaker model

Phoner e con :xt embeddings Context embeddings
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288
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Training TTS acoustic model using speech corpora from multiple speakers with speaker embeddings

Linguistic encoder capture speaker-independent contents shared across different speakers
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Srdag o TTS acoustic model

Timbre
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Multi-speaker model
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Speaker embeddings

Training TTS acoustic model using speech corpora from multiple speakers with speaker embeddings
Linguistic encoder capture speaker-independent contents shared across different speakers

Acoustic decoder and duration model represent speaker-dependent timbre and prosody, respectively



TTS acoustic model

Multi-speaker model
@
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Speaker embeddings
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How to design the speaker embeddings ?
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TTS acoustic model

Multi-speaker model
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Speaker recognition model is designed to capture the speaker identity from the given acoustic parameter

Its hidden representations contain speaker-specific characteristics



TTS acoustic model

Multi-speaker model
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TTS acoustic model

Multi-style TTS



TTS acoustic model

Style-dependent training
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High-quality ©

Training TTS acoustic model using speech corpus containing target speaking style
This approach is highly effective as the model can learn the target speaking style

when plenty amount of recorded data is available (> 10 hours)



TTS acoustic model

Style-dependent training

Low-quality ®

Training TTS acoustic model using speech corpus containing target speaking style
The synthetic quality is significantly degraded

when the amount of available recorded data is limited



TTS acoustic model

Multi-style training

Style- Happy Style-
/,/ Dependent g Independent
I/ Emotion Content
/ Prosody
v
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Training TTS acoustic model using speech corpora from multiple styles
Linguistic encoders capture style-independent characteristics shared across different styles

Acoustic decoder and duration model represent style-dependent characteristics



TTS acoustic model

Multi-style model
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VAE-based style encoder extracts style representations from the given acoustic parameters



TTS acoustic model

Multi-style model

z
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TTS acoustic model

Multi-style model
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TTS acoustic model

Multi-style model
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TTS acoustic model
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TTS acoustic model

Multi-style model

Phoneme Context embeddings Context embeddings

Sequence (° ] . honeme-level frame-level ;
Text ] a Linguistic (p ) ( ( ) Acoustic Acoustic
Text > »  Upsampler
Analyzer J | Encoder L 'y Decoder Parameters

J/

y'y
Temporal duration
)4 ( ; \ (phoneme-level)
.|  Duration P
\“/ . Model )
Style ,
Encoder Acoustic
[ [ g Parameters
FC ][ FC
[ I
s N
Random
. Sampling
Style | FC ][ FC ) Style
Representation Representation




Acoustic model

Large-scale TTS



Scaling TTS model

Recording constraint

Conventional TTS Custom TTS
Speaker Professional Non-professional
Environment Clean studio Anywhere
Amount > 30760 min < Few seconds
Speaking type Script reading Spontaneous
Synthetic Very natural Unnatural

quality



Scaling TTS model

Recording constraint

Conventional TTS Custom TTS
Speaker Professional Non-professional
Environment Clean studio Anywhere
Amount > 30760 min < Few seconds
Speaking type Script reading Spontaneous
. Natural
Synthetic
. Very natural —heetee —
quality

The trend is shifting towards scaling up TTS model using large-scale dataset



Scaling TTS model

Voicebox model from Meta

Voicebox: Text-Guided Multilingual
Universal Speech Generation at Scale

Matthew Le® Apoorv Vyas® Bowen Shi* Brian Karrer® Leda Sari Rashel Moritz
Mary Williamson Vimal Manohar Yossi Adi’ Jay Mahadeokar Wei-Ning Hsu*

Fundamental AI Research (FAIR), Meta

Abstract

Large-scale generative models such as GPT and DALL-E have revolutionized
natural language processing and computer vision research. These models not
only generate high fidelity text or image outputs, but are also generalists which
can solve tasks not explicitly taught. In contrast, speech generative models are
still primitive in terms of scale and task generalization. In this paper, we present
Voicebox, the most versatile text-guided generative model for speech at scale.
Voicebox is a non-autoregressive flow-matching model trained to infill speech,
given audio context and text, trained on over 50K hours of speech that are neither
filtered nor enhanced. Similar to GPT, Voicebox can perform many different tasks
through in-context learning, but is more flexible as it can also condition on future
context. Voicebox can be used for mono or cross-lingual zero-shot text-to-speech
synthesis, noise removal, content editing, style conversion, and diverse sample
generation. In particular, Voicebox outperforms the state-of-the-art zero-shot TTS
model VALL-E on both intelligibility (5.9% vs 1.9% word error rates) and audio
similarity (0.580 vs 0.681) while being up to 20 times faster. Audio samples can
be found in https://voicebox.metademolab. com.



Preliminary

Self-supervised learning representation

Model learns useful representations of data without relying on manually labeled data
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A2FO| [§|0|E| 2 downstream task Of] fine-tuning & 4 US



Preliminary

Self-supervised learning representation

Model learns useful representations of data without relying on manually labeled data

Contrastive loss
L
Context
representations C F ﬁ [ ] * *

Quantized
representations

Latent speech
representations

raw waveform

“Unlabeled”
CH#2 C|O|E{ & O] 861K pretrained 2 H & A=6111
A2FO| |0|E{ 2 downstream task 0] fine-tuning & 4= Y-S



Preliminary

Self-supervised learning representation

In TTS generation task..?
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Preliminary

Self-supervised learning representation

Flow-matching Flow-matching
(Eq.4) (Eq.5)
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Preliminary

Self-supervised learning representation

Mel-spectrogram |

[ Masked Transformer ]

Mel-spectrogram ; [ MASK ] %

“Unlabeled”

CH#2 C|O|E{ & O] 861K pretrained 2 H & A=6111
A2FO| [§|0|E| 2 downstream task Of] fine-tuning & 4 US



Preliminary

Self-supervised learning representation

Mel-spectrogram |

[ Masked Transformer ]

Mel-spectrogram ; [ MASK ] %
Context
Embedding

“Unlabeled”

CH#2 C|O|E{ & O] 861K pretrained 2 H & A=6111
A2FO| [§|0|E| 2 downstream task Of] fine-tuning & 4 US
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TTS acoustic model
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Acoustic decoder predicts masked melspectrogram from the given context embeddings + melspectrograms



Recall

TTS acoustic model

Mel-spectrogram Context embeddings
(target) (frame-level) ( Acoustic Acoustic
Upsan pler > Parameters
Decoder
y —J L (frame-level)

[ Acoustic Decoder ]

Context
Embedding

Acoustic decoder predicts masked melspectrogram from the given context embeddings + melspectrograms



Scaling TTS model

Voice cloning

Mel-spectrogram e - —
(target) = =

[ Acoustic Decoder ]

Mel-spectrogram
(condition) [ MASK ] N
e —
Context
Embedding

[ Fine-tuning ]

Acoustic decoder predicts masked melspectrogram from the given context embeddings + melspectrograms



Mel-spectrogram
(target)

Mel-spectrogram
(condition)

Context
Embedding

Acoustic decoder predicts masked melspectrogram from the given context embeddings + melspectrograms

Scaling TTS model

Voice cloning

[ Acoustic Decoder ]

;
; [ MASK ]
clusedones

[ Fine-tuning ]
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[ Acoustic Decoder ]
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[ Inference ]
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Scaling TTS model

Voice cloning
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Scaling TTS model

Voice cloning

[ Acoustic Decoder ] [ Acoust : Decoder ]

MI p ectrogram :
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Embedding

[ Fine-tuning ] [ Inference ]
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Scaling TTS model

Voice cloning
Conventional TTS Custom TTS
Speaker Professional Non-professional
Environment Clean studio Anywhere
Amount > 30760 min < Few seconds
Speaking type Script reading Spontaneous
Synthetic Natural
y Very natural —heetee —

quality



Scaling TTS model

Voice cloning

Ethical problem ?
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Deep learning-based TTS system
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Deep learning-based TTS system
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Parameters Hilglel

Acoustic model + Vocoding model
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Deep learning-based TTS system

Acoustic Acoustic

Text
Model Parameters

Estimating acoustic parameters from text inputs

Speaker-specific attributes
(tone, volume, timbre, speaking rate, ...)



Summary

Deep learning-based TTS system

Phoneme Context embeddings Context embeddings
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Model Parameters

Estimating acoustic parameters from text inputs

Speaker-specific attributes
(tone, volume, timbre, speaking rate, ...)
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Data collection

Conventional TTS Custom TTS
Speaker Professional Non-professional
Environment Clean studio Anywhere
Amount > 30760 min < Few seconds
Speaking type Script reading Spontaneous
Synthetic Natural
y Very natural —heetee —

quality



Summary

Multi-speaker & Multi-style TTS

Multi-speaker & Multi-style

, Text Speech
Conventional TTS

Speaker Professional

Environment Clean studio Speaker Style
Encoder Encoder

Amount > 30760 min
Speaking type Script reading

Synthetic

quality Very natural
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Large-scale TTS
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